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Prediction of electroencephalographic spectra from neurophysiology
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A recent neurophysical model of propagation of electrical waves in the cortex is extended to include a
physiologically motivated subcortical feedback loop via the thalamus. The electroencephalographic spectrum
when the system is driven by white noise is then calculated analytically in terms of physiological parameters,
including the effects of filtering of signals by the cerebrospinal fluid, skull, and scalp. The spectral power at
low frequencies is found to vary & * when awake and ~3 when asleep, with a breakpoint to a steeper
power-law tail at frequencies above about 20 Hz in both cased; theange concurs with recent magnetoen-
cephalographic observations of such a regime. Parameter sensitivities are explored, enabling a model with
fewer free parameters to be proposed, and showing that spectra predicted for physiologically reasonable
parameter values strongly resemble those observed in the laboratory. Alpha and beta peaks seen near 10 Hz
and twice that frequency, respectively, in the relaxed wakeful state are generated via subcortical feedback in
this model, thereby leading to predictions of their frequencies in terms of physiological parameters, and of
correlations in their occurrence. Subcortical feedback is also predicted to be responsible for production of
anticorrelated peaks in deep sleep states that correspond to the occurrence of theta rhythm at around half the
alpha frequency and sleep spindles at 3/2 times the alpha frequency. An additional positively correlated waking
peak near three times the alpha frequency is also predicted and tentatively observed, as are two new types of
sleep spindle near 5/2 and 7/2 times the alpha frequency, and anticorrelated with alpha. These results provide
a theoretical basis for the conventional division of EEG spectra into frequency bands, but imply that the exact
bounds of these bands depend on the individual. Three types of potential instability are found: one at zero
frequency, another in the theta band at around half the alpha frequency, and a third at the alpha frequency
itself.
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I. INTRODUCTION to be involved in alpha, beta, and sleep spindliés12],
since experiments show high coherence between EEGs in the
Electroencephalogram@&EEGS have diverse forms that two structured10,13—15. Underlying the specific rhythms
are correlated with differing pathologies and states ofis a smoother background EEG spectrum whose origin and
arousal, as determined independently by behavioral anstructure are even more cryptic. Recently, analogous magne-
clinical measureg1], and are inferred to be closely con- toencephalographidMEG) measurements revealed that the
nected to brain dynamics, information processing, and coglow frequency component of this background wak rigise,
nition [2,3]. These correlations are widely used diagnosti-whose power spectruR(f) decreased aB(f)~f 2, with
cally, where they have been employed to elucidatea~1 [16]; at high frequencies the decrease was much
fundamental mechanisms of overall brain function and dyssteeper. In deep sleep there is a strong enhancement of
function. Even so, they are not well understood in terms othe spectrum at low frequencies, in the so-calidelta
the underlying physiology, despite 125 years’ wtk4,5. (f<3.5 Hz) and theta (4 Hz <f<7.5 Hz) ranges
Prominent in EEGs are the alpha rhythimarrowband at [1,10,17,18.
7-11 Hz in the relaxed waking state, weakening rapidly with ~ Scientific and clinical understanding of EEGs would be
increased attention, or with sleeand beta rhythnibroader  greatly facilitated by a theory, based on physiology, that
band at 15-25 Hz and sleep spindled2-14 Hz, occurring could predict features of EEG spectra such as those men-
in deeper sleep and sometimes termed sigma activity tioned above. Consequently, many attempts to model large-
shown in Fig. 1. The experimental setup and procedures fascale cortical electrical activity have been made, with vary-
acquisition of these spectra have been described in detdilg degrees of physiological realism and incorporating
elsewhere, along with the methods used to ensure that artiliffering aspects of the cortex. One avenue has been to av-
facts do not significantly contaminate the d@fd; a brief  erage over microscopic neural structure to develop con-
summary is given in Appendix A. The origins of these tinuum cortical models on scales from millimeters up to the
rhythms are also obscure and have not been quantified whole cortex[7,10,15,19-3B8 Some continuum models
terms of physiology, although the thalamus is widely thoughtyield wave equations for the propagation of cortical activity
[10,21-24,27,31-33which are particularly convenient for
analysis and which incorporate realistic anatomical features
*Electronic address: robinson@physics.usyd.edu.au such as separate excitatory and inhibitory neural populations
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1000.00£7 ' ‘ 1000.00f ‘ T back and filtering by overlying tissues. Analytic predictions
for EEG spectra in terms of physiological parameters are
then made in Sec. lll, and the structure of the underlying
spectrum is estimated. Parameter sensitivities are explored in
Sec. IV, leading to elimination of several parameters to yield
a simplified model that is well suited for comparison with
data. This simplified model is used to estimate the locations,
sizes, and possible instabilities of spectral peaks in Sec. V,
and thereby formulate constraints on the underlying feedback
physiology. These results justify the customary division of
EEG spectra into distinct bands, but highlight the signifi-
cance of individual variability in this subdivision. In the case
of spectra predicted when the cortex is near marginal stabil-
ity, a state that has been inferred from MEG observations
[16], further simplifications can be obtained; these are dis-
cussed in Sec. VI.
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Il. THEORY

In this section we outline the main relevant results of our
recent wave-equation formulation of continuum cortical dy-
namics[21-23, which incorporates the physiological effects
discussed in Sec. I. We then generalize this model in Sec.
IIB to incorporate a corticothalamic feedback loop, moti-
vated by a range of physiological considerations.
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FIG. 1. llustrative examples of EEG spectra from a normal (&=@) and inhibitory @=i) neurons are approximately re-
subject, with waking spectréeyes closed, solid curveshowing  lated to the cell-body potentialé, by
alpha and beta peaks near 9.5 Hz and 19 Hz, while sleep spectra max
(sleep stage 2, dashed curvehow spindle peaks near 14 Hz. All Q.(rt)= a 1)
th_ese s_pectra have_ been smoothed for clearer displag asinHz ar’y 1+exy — (w/oa\/g){va(r,t)— 0.1 '
wide window function.(a) Cz electrode(b) Fz electrode(c) Pz
electrode(d) C3 electrode(e) C4 electrode(f) All spectra super-  \where ¢, is the mean firing threshold of neurons of type
posed to show interelectrode variability. o, is the standard deviation in this threshold in the neural
population, andQT=100 s ! is the maximum attainable
firing rate. The coordinate refers to position on the cortex,
modeled as a two-dimensional sheet, which is justified by its
relative thinness.

(e.g., pyramidal cells and interneurons, respectiveignlin-
earities, long-range excitatory connections, dendritic signal
integration effects, axonal time delays, and intracortical feed

back. . . The quantityV, is the potential at the cell body after

In this paper we study the spectral properties and para”]hputs have been summed and filtered through the dendrites.
eter dependences of our recent physiology-based waver good approximation to/,, is [21—23
equation theory of the cortef21-23,33, concentrating in a
particular on the consequences of adding a subcortical feed- o
back loop, probably involving the thalamus, with plausible Va(f,t)=f L(t=t")Py(r,t")dt’, 2
physiological characteristics, and the filtering that occurs be- o
tween cortex and scalp. Our aims are to formulate a relagip
tively simple, physiologically based model that can repro-
duce the main features of EEGs such as those in Fig. 1, and aB -
to explore its qualitative properties and parameter sensitivi- L(u)= ,B—a(e “W—e PHO(u), 3
ties. In future work, we will test the predictions of this model
via quantitative comparisons with data. It is also anticipatedyhereP, is the mean potential generated by action potentials
that the usefulness of our results will be further enhanced byrriving from other neurons at the dendrites of neurons of
Comparison with simultaneous measurements of brain fUrIQype a, ® is the unit Step function, and andB are dendritic
tion via positron emission tomography or functional mag-rate constants, witf8=a assumed without loss of general-

netic resonance imaging. . ity. The Fourier transform ok (u), used below, is
In Sec. Il we briefly review the model developed in our
previous work and extend it to include corticothalamic feed- L(w)=(1—iw/a) Y 1-iw/B) 1 4)
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which implies that the dendrites act as a low-pass filter with TABLE I. Physiological estimates of parameters of the model,

cutoff frequencya and a steeper fall-off fon> g. as discussed in Reff23] and[24]. The limits given are only ap-
The potentialP, at a particular location comprises contri- Proximate.

butions from fields¢,; that represent signals propagating

from other cortical neurons, and subcortical inputs Quantity Value Unit
(21,23 e 3-8 mv
O 10-25 mV
Pa=NgaeSethe T NyiSi i + NaSsbs - 5 ae'l 50-200 st
Here,N,,, is the mean number of couplings from neurons of Ble 1-5
type b=eg,i,s to those of typea, ands, is the size of the le 70-100 mm
response to a unit signal from neurons of type Fi ~0.1 mffl
Outgoing pulses from each neuron propagate along its v 7-10 m s
axon and axonal tree at a velocity=10 ms !, Assuming to 25-100 ms
an isotropic distribution of axons with a distribution of  Nee:Nie:Nse 2000-6000
ranges in accord with experimefsee Ref[21] for the exact Nei,Nii ,Ns; 300-1000
distribution, this propagation can be described by damped Nes,N;s 30-100
wave equations for the fieldg,, which represent axonal  Ses 1-3 uV's
signals: -5 5-8 uVs
Ye 70-150 st
Da¢a(r!t):Qa(r!t)! (6) Yi ’\’105 Sil
, max 100-300 st
1[a J Q.. 5-10 st
—_ | . 2 2v2 e
Da_ ’}/2 (9t2 + 273 Jt + Ya— U V ’ (7) Peis 1000—6000 \71 s—l
: Gee 2-90
wherey,=v/r, andr, is the characteristic range of axons of —Gii 1.3-60
type a [21]. Strictly speaking, very short-range excitatory —Ges 0.03-2

axons have lowew than the longer range corticocortical

ones, because they are not myelinated. This effect is omitted

here on the grounds that the difference will not have strong The parameters of the above model are physiologically

effects on long-range wave propagation, but could be incormeasurable, although not all have yet been measured pre-

porated by splitting excitatory neurons into two populationscisely. Table | lists typical values inferred from physiology

with a corresponding division of the field, into two parts. [23,24, plus values of several other quantities that are dis-
Equations(1)—(7) determine the steady states of cortical cussed below.

activation, when the cortex is driven by a constant, spatially

uniform stimulus$”. Small perturbations relative to these

- : . . B. Subcortical feedback
steady states obey a linear wave equation which yields the

transfer functiong23] Several suggestions for the production of the resonances
that correspond to observed cortical rhythms have been
de(k,w) Ged (w) made. These include the possible occurrence of standing
biKo) DJI-G,L(w)]-Gudl(w)’ @ wavesinthe cortex a potential scenario that is incorporated
in the model outlined in Sec. Il A, but which does not appear
_ ' to yield sufficiently sharp resonances to account for observa-
i(k,w) _DeGis de(kiw) , (99  tions[21-23 if physiologically realistic input parameters are
bs(k, ) Ges ¢s(k,0) used in our model. A second possibility is the presence of a
thalamic “pacemaker” or “clock”[9,10], which we do not
De(k, @) =k?rg+(1—iwl/ye)?, (100 consider here, although it can be incorporated into our

model. Third, it has been widely noted that the thalamus also
in Fourier space. Here, the gain paramet@r$=paNapSy  displays alpha rhythntand possibly beta and sleep-spindle
express the response strength in neudsie to a unit sig-  peaks, with a high degree of correlation with the cortical
nal incident from neurons of typé. The parametep,  one[7-10,13,14,18 which may result either from pace-
=dQ/dV,~7QY 7,43 is evaluated in the steady state maker activity or from some form of corticothalamic feed-
whereQ(¥=5-10 s'<QI"is the steady-state firing rate. back. Hence, we are particularly motivated to include corti-
In writing (8) and (9) we used the short range of inhibitory cothalamic feedback in our model.
axons to seD;=1, thelocal inhibition approximatior{21], A key subcortical feedback loop that may underlie pro-
and assumed that the numbers of interconnections betweeluction of the alpha rhythm involves feedback via the diffuse
neural types are proportional to the number of available synthalamocortical projection systefi8,9,13,14,3% This sys-
apses, the random connectivity approximation[21—  tem projects both to other thalamic nuclei and from the thala-
23,28,34. mus to the whole cortex and thus has the potential to be
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CORTEX signals by differentiating them in the loop. Differentiation

circuits are commonplace in the brdie.g., for edge detec-

i e tion in the visual field, so the latter type of feedback cer-

\)G(_ \/_ tainly cannot be ruled out, and has been discussed previously

in the context of CT feedback8]. Limiting cases of truly

specific feedbacKeach point in the cortex feeds back to

itself) and totally diffuse feedback with uniform drivingv-

%y A0 ery point feeds back to the whole cortex, making every point

equivalent to every other one if the driving is at least statis-

tically uniform, thereby reducing the system to a zero-
dimensional ongare included in the fornil1), but interme-

D diate types of spatial variation would requirek-alependent

i transfer function and are not considered here.
The frequency-domain transfer function that corresponds

THALAMUS to the above physiology can be written as
FIG. 2. Schematic block diagram of the corticothalamic feed- To(0)=Gee¥ () 7(w)/Ggs, (12)
back loop, showing inputs from excitatofg) and inhibitory (i)
neurons in the cortex, transmission through both thalamic popula- V(w)=y—iotey, (13
tions, and feedback to both cortical populations. The gain param-
etersG,, are defined aftef10] in the text. eloto
T(w)= . . , (14
involved in modulating large-scale EEG  activity (1-iw/7)"(1=iwlny)"

[8,14,18,36; it also has the correct latency of tens of [B$
Other corticothalamic loops pass through the so-called sp
cific nuclei of the thalamuse.g., the pulvinar, lateral poste- - :
rior, and ventral anterior nuclgiwhich themselves project to makey d|.men5|onless.. ,

preferentially back to the same cortical areas that stimulate The magnitudes and signs ¢f and ¢ in (13) are ex-

them[1,36]. We stress that, although we assume corticothapeCted to vary with statg o_f arousal as the relative responses
lamic feedback in the remainder of this paper, for definite-Cf (he excitatory and inhibitory neurons in the thalamus
hange. Such changes may result from the action of neu-

ness and simplicity, the results obtained are applicable tG

other potential feedback loops with like characteristics. Cor_rotransmitters or neuromodulators that preferentially affect

ticothalamic feedback should be significant because th@lr.‘e poprrl]IaItion_ or trr:%.other, for examp::e.lHence, i.f trlle cou-
thalamus is known to strongly affect the state of attention of'N9 Of.tt) alamic mdl |trc])ry ”fe“ror.‘s to tha amc_)cortlca excl-
the cortex, implying the existence of influential projectionstatory loers exceeds that of excitatory ones in some states,

from thalamus to cortex. Strong projections in the reverséhe th_alamus V_Vi" invert_incomir_wg_signals as well as filtering,
direction also exist to complete the loop, involving an evend€!aying, and(in parp differentiating them. In Sec. IV we

greater number of axorf87—39. will see that, for many purposes, one may approxinjat

i i i ; by settingn=1 and ;= 7,=a.
Corticothalamio(CT) feedback is modeled approximatel Ji 1= 2= _
here by assuming thak; is the sum of a non—CTpp?aaiN and d Combm_mg (8)—(14),_we find the transfer functions for
a feedbacksy, which travels along excitatory neurons that "N-CT stimuli to be given by

é/yherer(0)= 1, andy andy’ measure the strengths of direct
and differential feedbacks. The facty in (13) is included

project to excitatory and inhibitory neurons in the thalamus bu(K, @)

before returning to the cortex via other excitatory neurons. e—'=GeSL(w)(De[1—G“L(w)]

This situation is illustrated in Fig. 2. The feedback signal Pn(k, o)

thus passes through~1 additional neurons compared to G 1+ ¥ (w)H(w)]L(0) "L, (15

direct corticocortical connectionsvhich involve more than

one neuron on averageThis adds a propagation time delay and the analog of9).

to andn~1 extra stages of dendritic filtering with rate con-  The dispersion relation of waves in our model system is
stantsy; and 7, of the same order ag and 8. We thus  given by setting the denominator ¢f5) to zero, giving
approximategt by

Dr=Te(®) de. (12)

k?+q?(w)=0, (16)

) ) iw\2 God1+¥(w)r(w)]L(w)
This incorporates feedback of both excitatory and inhibitory g (w)rg=|1-—] - 1-G,L(w)
input signals to excitatory neuror{thereby generating the " (17)
field ¢,) that project to the thalamus. After time delays and
thalamic low-pass filtering, encapsulated in the transfer funcin (11)—(17) linearization is implicitly carried out relative to
tion T¢(w), this signal returns to the cortex via other excita- steady states of the combined corticothalamic system, not the
tory neurons. We also allow for the possibility of both direct cortex alone. The steady state values in Table | refer to the
feedback, and feedbacks that emphasize changes in corticadmbined system.
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I1l. ELECTROENCEPHALOGRAPHIC SPECTRA L(w) ‘2 1
—p :
N11-GjiL(w)| |g°rZsing

In this section we derive the form of the EEG spectrum
from the transfer function15). We then derive analytic

forms for quantities such as the=0 stability boundaries of X Im[ exp(q* ?/k3) Eq(q* 2/kg) ], (21)
the system, the asymptotic forms of the spectrum at high and
low frequencies, and breakpoints between different ranges. Pn=|pRIGadrE, (22
We also examine the effects on the spectrum of filtering
through the cerebrospinal fluid, skull, and scalp. where ¢ is the complex argument af?, | 2| is the white-
noise power level in Fourier space, aagis the exponential
A. Filtering by overlying structures integral function[42], with

In calculating scalp EEG spectteather than intracranial - 4
ones at the cortical surfageone must consider the possibil- Ez)=—y-Inz-3 (—2)!
ity of filtering due to shielding that results from volume con- ! Y =1 it
duction by the cerebrospinal fluid, skull, and the scalp itself
[10,20,44Q. Filtering of high spatial frequencidscan be sig-  for |argz| <, wherey=0.572 . . . isEuler’s constant. The
nificant, as found by Srinivasaet al.[40]. Thek dependence spectrum(21) has been calculated for the specific fo(i)
of their low-to-moderate wave number results is reasonablyf F (k).
well fitted by a spatial filter of the form The limit ko—o corresponds to the absence of volume

2 2 conduction and, in the related Iin1iu12|/k§—>0, we find that
F(k)=e "%, (18)  (21) simplifies to

where F(k) is the square of the ratio of scalp to cortical L(w) |2 0
voltage andko~30 m . We show in Appendix B that the P(w)=Py .
precise form of this function does not significantly affect the 1-GjiL(o)| |g?rZsine
form of the final spectra calculated, so we use the f(t8)

because it allows the spectrum to be evaluated in a convén the opposite limit]g?|/k§>1, expansion of21) in pow-
nient closed form. ers ofk3/q? yields

: (23

(24)

B. Spectra k2sing
P(w)=P.,(w)

EEGs result from fields generated as charges flow in and 29

out of neural membranes as neurons fire and the resulting

signals propagate. Hence, we assume that the observed sighere P..(w) is the spectrum given by24). At large fre-

nals primarily result from the firing of excitatory neurons, quencies, wherg?| becomes large and|~ , this implies

since these are larger and much more numerous than inhibén asymptotic frequency filtering function

tory ones, and have a higher degree of spatial alignment,

which implies they contribute more coherently to the total F(w)%w,szlw?’, (26)

signal[10]. Further reasons for ignoring; are that its trans-

fer function is proportional to the one fap, at smallk  with a turnover frequency of

(thereby giving only a multiplicative correctigrwhile vol-

ume conduction filters out both signals at lakgd 0,40. We e~ ye(2K3r 2/ m) 1, (27)

see below that the bulk of the EEG power is at large scales

where both fields have the same spectral profile in any casgor the parameters in Table I, the turnover frequency occurs
Stimuli to the cortex have complicated temporal and spaat about 30 Hz—too high to significantly affect the main part

tial dependences. We approximate these here by assumi@g the frequency spectrum. Equati¢®6) does not have the

that their totalgy consists of white noise in space and time, form F(w)zexp(—wzuzlkg) one might naively expect from

which is effectively filtered via its interaction with the cortex (18) for a dispersion relation whose real part has the

to yield the EEG spectrum. This picture is consistent withasymptotic formw=kv. This difference occurs because of

recent results that indicate that at least the alpha frequengyamping, which implies thab is the solution of theomplex

range is consistent with linearly filtered noise in most casegjispersion relation(16). Hence, the Fourier transform of

[7,41], although in 1.25% of cases possible evidence of nongayes satisfying this relation has a Lorentzian profile in the

linear behavior was found. real part ofw, giving F(w)>w ?; the actualo > depen-
The resulting spectrum is dence comes about because of the detailed structuilpf
which causes the coefficient of tike 2 term in an expansion

P(“’):J |¢e(k,w)|2F(k)d2k (19 in powers ofw ™! to be zero.

The shape of the spectrum depends strongly on the locus
God () ‘2 F(k)d% of g2 in the complex plape, with in.stabilit.y occurring if this

es (20) locus crosses the negative real axis, which corresponds to
1-GiL(o)| J |k2+q?? itself acquiring a negative real part, consistent with earlier

R

_rg
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102 1 ing spectral distortions that would otherwise occur due to the
100 @) | 0 (b) effects of volume conductiof0,40. This point is explored
o o b further in Sec. IV.
104 At i D. Features of the underlying spectrum
10"21 s — -43 e In this section we temporarily ignore the spectral peaks
' Tt ' T Regr? (which are discussed in Sec) ¥nd examine the properties

_ - of the smooth, underlying spectrum. At very low frequencies
FIG. 3. Theoretical EEG power spectruR(f)/Py and g°rg. (21) implies P(w)~P(0), with 6(w)~0 and, hence,
Parameters are,=110 s!, «=70 s, Bla=4, t,=0.07 s,

Gii=—1,Ge=1, 5;=7,=150 s, n=1, y=1, ¢’ =0, andk, P
=30 m %, implying S=0. (8 SpectrumP(f)/Py. (b) Locus of P(0)= a2 (30)
0

g?r2 for ©>0.
Go=1-G;;, 31
work [21,22. Stability atw=0 corresponds to Rg3(0)] 0 ! @D
>0, Im g?(0)]=0, and#(0)=0, implying that we can de-

rovided the system is stabl&%0) and|q?|<k?2. This pre-
fine a stability paramete® P y £0) a7l <ko P

diction is in accord with the physical expectation that a small
stability parameter will be associated with high EEG power.
Ged 1+ 4) In this regime, onlyS and G, affect the power for constant
S=1- T 1-G; (28) Pn; none of the feedback parameters affect the power level.
If Sis small,q?(0)~0 and the behavior d®(®) at small
o depends on the leading terms in the expansiogf6) in

that must satisfiyf5=0 for the system to avoid instability at powers ofw. If we write

=0 (this is a necessary, but not sufficient, condition for
overall stability. o
A*(0)rg=2, Al(—io), (32
C. lllustrative spectrum 1=

Figure 3a) shows an illustrative spectrum obtained from the structure of17) implies that all theA; are real. Explicit
(21) for parameters typical of those in Table I. Alpha and expressions foA, andA; are found in Appendix C.
beta peakg$plus weak, higher-frequency oneare seen near The caseA,=0 corresponds t&=0 (see Appendix €
8 Hz and 22 Hz, respectively, superposed on a smooth urand, hence, to marginal stability, a condition that favors
derlying spectrum which has approximatdly® behavior at  complex dynamics, such as actually seen in EEG recordings
largef, f ~* behavior for 0.4 Hz=f=<3 Hz, and levels off as [41]. If A is small andA;#0, there is a smalls regime in
f—0. Figure 3b) shows the corresponding locus @f(w)  which g%(w)~ —iwA,. In this case, one findg~ = /2 for
for w>0. After starting near the origin =0, g% increases >0 and
in modulus, withg?(w)>*w, where P(f)«f~1. Feedback
then causes the curve to loop back toward the origin several Py 7
times, producing correlated alpha, beta, and higher frequency Plw)~ G2 2a|A]" (33
enhancements. Finally, the locus recedes along an asymptoti- 0 !

. . . . _5 . . _
caI_Iy parabohc path in the. regime W'tﬁ(f)xf ,lfgnm fil Such a regime withP(w)>w ™! was recently observed in
tering via volume conduction cuts in, ai{f)ocf~° there- . . N
pwagnetoencephalographlc observatiqd$]. Significantly,

after, although the latter regime is not fully attained even al oD
100 Hz. The onset of dendritic filtering produces the notice-aII the model parameters other thigiaffect the behavior in

. L this regime, viaA;.
able knee in the spectrum at~ «, thereby restricting the ' . . .
potential range of tﬁé*1 spectrucrln tow= a)./ ’ . If Ao f"mdA.l are bOFh very smalll, the=2 term in(32)
Momentarily ignoringF (k), the integrand in20) peaks will domlnwate n _magm_tLEje over thp=_3 term at _smal_lw
wherek?=max0,— Req?}, and has a characteristic width of unIessA22~0, while thej =3 term dominates the imaginary
[Im g?|. Hence, in a cortex of characteristic linear sizéhe part of g°. Assuming thaiA, is not too close to zero, two

mode numbeM at which the integrand peaks is cases exist: th,>0, f~ = and

PN a
- _ 2,.2\111/2 Plw)=—=7—3. (34)
and the characteristic width of the integrandMnis of order If A;<<0, 6~mA3/Az, and
(1127 )[Im(gr2)1*2. Figure 3b) thus shows thaM is b1
. . . N
small up to at least the beta frequency. This implies that P(w)= =3 1. (35)
EEGs in this regime are spatially large scale, thereby reduc- Go |Ag]
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Figure 4a) shows the effect of varying, from 70 to 150

implies S~0), andA;~0. Higher order cancellations of the s~! (nominal value: 110s'). At highf, Po y, is satisfied in
first few terms in(32) may occur, but such occurrences rep-accord with(37), whereas there is little effect at lofy as
resent increasingly smaller zones of parameter space, so &pected from(30).

do not consider them in this paper. A,>0 the condition
A;=0 defines a stability boundary of the system, sinée

Figure 4b) shows the effect of varying from 40 to 100
s ! (nominal value: 70 s'), with B/a=4 fixed. For f

crosses the negative imaginary axis infinitesimally close to- , po«? in accord with the effects of dendritic filtering

the origin atw=0 in this case.

In applying (34) and (35), the conditionS=0 implies an
interrelationship betweeG.., G;;, and ¢, via (28). Like-
wise, the conditiolA;=0 atS=0 requires

2 2 )
_+ —,

Ye aGo
(36)

2 2 n n
Yl —+ ——+tgt+ —+—

_l//’t:_
Ye aGo mo M2 0

where Eq.(C2) of Appendix C has been used.

At high frequencies withw> « the term (iw/7ye)? on
the right-hand side of17) dominates,f~ — = for w>0,
|q%r2|sin 6~—2y./w, and |L(w)|?~a?B?lw*. If volume
conduction is not important, these scalings give

PNWQZIBZ')’e

P(w): 2(()5 ’

(37

in this range, provide{iG; L (w)|=1 [22]. In this regime, the
power level is most sensitive ta and 8, with a weaker

incorporated in37). However, dependence en(via A,) is
weak in thef ~! regime, in agreement witf83). The corre-
sponding loci ofqzrg have loops that expand and approach
the origin asa increases, producing the enhanced peaks
seen—for a strong alpha peak to be seen at a frequepcy
one must havex=w,. The effects of increasing the ratio
Bla from 1 to 7 (nominal value: 4, seen in Fig. &), are
quite similar to those of increasing itself, in the frequency
ratio of interest—higheB/« corresponds to less dendritic
filtering, more clearly visible spectral peaks, and a shallower
(as ™ ? rather thanw ~°) fall-off at frequenciese<w=p,
before the onset of am ~° tail for w=p.

Figure 4d) shows the effect of varyin,;; from —0.5 to
—1.5(nominal value:—1). ForG;;=—-0.5,—1, S<O is sat-
isfied, leading to a 1/spectrum, with instability af=0 in
the first case ¢? intersects the negative real axisat0),
and marginal stability in the second. FG;;=—1.5, S>0
holds, and a plateau occurs at Iéwas in(30). Below a few
Hz, P decreases a5, increases in all cases, in accord with

dependence ory,, while the feedback parameters have no(30) and(33). The main effect at higher frequencies is that

effect. If volume conduction is strongo> wg), the filtering

the alpha and beta resonances weaken with incre&jng

factor in (25) must be included, steepening the spectrum tQ.efiection of contracted loops af? in the complex plane.

an o 8 dependence. In addition, the existence of an'
regime require$G; L(w)|=1. Hence,
1+ whal B<Gi| = 1+ 0l B2, (38)

wherewi, is the minimum frequency of any observed °

regime andw,,a iS the maximum frequency of any observed

o~ regime.

IV. PARAMETER SENSITIVITIES AND SIMPLIFIED
MODEL

In this section we examine how the spectr(@i) varies
with each of the model parameteys, «, B, Gii, Gee: ¥,
', tg, N, 7y (With ;= 17, assumed for convenienceand

Similar effects are seen in Fig(e}, in which G, is varied
from 0.5 to 1.5(nominal value: L This leads primarily to a
steepening of the spectrum at Idwue to the onset of insta-
bility at f=0 for G¢>1, plus some sharpening of the spec-
tral peaks owing to expansion of tlgg loops.

Figure 4f) shows the effect of varying the direct cortico-
thalamic feedback parametér from —0.5 to 2.5(nominal
value: ). Larger| /| increases the magnitudes of the spectral
peaks, and the lov-component of the spectrum ds=0
instability is approached, while negativeresults in an in-
version of the peaks and troughs, with new peaks appearing
midway between the original ones, which are replaced by
troughs; the new peaks are still weak i+ — 0.5. Note that
there is a 1ff low-frequency component fors=0,2.5,

ko. Except for the parameter being varied at any given timeWhereas there is a plateau fer0.5 becauses>0 in this

the parameters are identical to those of Fig. 3 throughout thisase. Variation of the final gain-related paramegerfrom

section andPy, is fixed. We term the values in Fig. 3 “nomi- —0.6 to 0.6(nominal value: D is explored in Fig. 4). As

nal” for convenience. Possible correlations between changelg/’| increases the peaks sharpen and become more pro-

in parameters due to their common dependence on steadipunced. As)’ increases there is an increase in the frequen-

state firing rates, for example, are not included here; onlgies of the alpha and beta peaks, with a corresponding reduc-

one parameter at a time is varied. tion in their frequency ratio from just below 3 at large
Toward the end of this section, we argue that several ofiegativeys’ to just above 2 at large positiwg’, a phenom-

the model’s parameters can be absorbed into one another fenon that will be further examined in Sec. V. Note that the

most purposes, leaving a simplified model with fewer paramsecondg? loop is larger than the first in this case, because

eters for fitting to the shapes of experimental spectra. Wéhe magnitude of the differential feedback term peaks for

also clarify thea priori physiological constraints on these nonzerow. Finally, variations ing’ produce shifts in the

parameters. Further simplifications are made in Sec. VInormalization of thef ~* range, as expected frof33). Al-

where the number of parameters is further reduced by one ithough (34) and (36) imply that anf 2 regime should be

the case of marginally stable spectra. attainable for suitable)’, an instability at nonzerd inter-
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FIG. 4. Dependence of spectfa(f)/Py and qzrg on individual parameters, with other parameters fixed at the values used
in Fig. 3. Solid, dotted, and dashed curves are used in order of increasing magnitude of the parameter being varied. In each of the rows
(@—(k) the left frame shows(f)/Py and the right showsqzrg for f>0. In each case one of the curves is the same as that in the
corresponding frame of Fig. 3a) y,=70,110,150 s', (b) «=40,70,110 s, (¢) Bla=1,4,7,(d) G;=—0.5-1.0-1.5, (6) G
=0.5,1.0,1.5,(f) »=-0.5,1,2.5,(g) #'=-0.6,0,0.6, (h) 1,=0.03,0.07,0.11 s(i) n=0,1,2, () 7,,7,=50,150,250 s, (k) kg
=20,30,40 m,
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venes first for the parameters considered wh€n is further ~ normalization is set by the observed root-mean-squane)

increased. We consider this point further in Sec. VI. signal, while the other parameters are not completely free,
The main effects of increasing the time defgyin the  since physiology constrains them, in some cases quite

corticothalamic loop are to reduce the alpha and beta frestrongly (see Table)l For example, the characteristic range

quencies, and sharpen the peaks, as shown in Fiy, the e of excitatory axons has been measured, as have axonal

latter effect due to there being less thalamic filtering at Iows’Ignal velocitiesv. These measurements consiram 1o

2 0 > - e
frequencies. Similar effects are seen with changes, iny, within roughly +40% of its best estimate of 110% Like

L ) wise, the dendritic rate constamat is known to be within
and 77,, as seen in Figs(# and 4j). There are also weak ,,gh1y a factor of two of 100 &, with a major uncertainty

effects on the normalization of tHe * regime, as expected garising from the difficulty of assigning a single rate to de-

from (33). These four parameters leave the higpart of the  scribe all the different neural and synaptic types. Similarly,

spectrum essentially unchanged. 500 s =g is probably satisfied, and= « can be assumed
Figure 4k) shows the effect of varying the characteristic without loss of generalityin the simplified version of our

wave numbek, above which volume conduction filters out model we se{3=«a and the resulting effective value of

cortical signals. There is little effect on the shape of thethen lies somewhere between 50 and 508) s

spectrum below about 25 Hz, but a substantial steepening Although their signs are strictly known, the valuesGf,

above this point for smalk,, in agreement with the semi- andG;; are less well constrained by physiology, with typical
quantitative estimaté26). magnitudes estimated to lie between roughly 1 and 100,

based on the values in Table I. The rd@®,../G;| is some-
what better constrained, with a value of 1-5 times the ratio
Q/Q~1 of the steady-state firing rates in the two neural
populations[see (1)]. Since normal EEG and magnetoen-
cephalographi€l6] spectra peak strongly at low frequencies,
§must be small and non-negative to ensure a signifitaht
f~2, or f~3 spectral range while avoiding instability. Like-

In summary, Fig. 4 shows that for fixdely only «, S,
ve, andkq significantly affect the high frequency spectrum,
in accord with(26) and(37). The lowest frequencies are only
affected byG;;, Gee, and ¢, via their effects orS which
occurs in(30). Thef ™! spectrum is affected moderately by
all parameters, with its existence depending most strongly o

the value ofS, which replaces it with a low-plateau if it is - : . .
A ) wise, if S=0, A;>0 is required whenevek,>0 to avoid a
significantly greater than zero. Large valuesaf 8, Gi, low-f instability—a condition that restricts combinations of

|, |4'|, 71, andn, tend to sharpen the peaks, whilg 7, ; ) :
n, ¢, andy’ are the chief determinants of the peak frequen—%irl?;n::]e\;vsh;gﬁi@_%nd via an analogous expression for the
cies. >,=0.

Having examined the variation of the predicted spectru The magnitude off” must be of order unity to be consis-
with each of our model's parameters. We note that whe ent with physiological knowledge that the thalamus has

fitting experimental data, a model with fewer parametersStrong' but not overwhelming, effects on the cortex and its

would tend to give fits that were simpler to interpret and ofS:‘:g?] |°f tc?tttﬁgttlﬁglyari&%ﬂ?q tr‘ll'iugogﬁ)riouk?]\/\g(s)ﬁ[ic%ﬂ:?ts
higher statistical significance. Published EEG data usuall gl : ' 9

span only the range 140 Hz or thereabout, sometimes a1, NEREE SR CTECIONRAE B B S
great a range as 0.1-100 Hz, or as little as 2—30 Hz. Figur8 '

4 shows that these ranges are unlikely to be sufficient rdnore effective in stimulating the cortex than their numbers

distinguish all the model parameters unambiguously, partiCUI{EEZ_;'%E’;CZSU; rtehseu“hcgvleaggbe \:)‘(lgﬁ; ?ina fc;re:if;we;; av-
larly once the effects of noise are included. Hence, there ig ’ y ynap

little point in distinguishing all these parameters theoretj-S29€: Hencey| and/or|y' ato| are probably of order unity

cally. Following this argument, we note that increasegin Ef:omet_sﬁagesaghe l|<attter btelng the mfaXITal magnitude of the
have effects similar to increasingin the frequency range of dierential feedback temutoy’ 7(w) it a5, 71, 7.

interest, so these two parameters can be replaced by a corgfi;:—hz vlalus)en?f t?% delfay? d(lr;céusdlrigoc?r:tlcotizala?]lc Idfnl;
mon effective value ofe for most purposes, giving.(w) ¢ delays must be ot order co— S, since the fatency

= (1—iw/a@)~2in (4). Similarly, the effects oh, 7, and7, for signals to reach the cortex from the thalamus-B85 ms

are quite similar to those df, providedn is nonzero(other- [8] and there is presumably a similar delay in the reverse

wise the differential feedback becomes unphysically large ir]dlrectlon, plus some shorter intrathalamic delays. Although

2 2| o
magnitude at high frequencijeddence, we can approximate the factorsGg, and| ¢y in the normal|za_t|on(22) are not
these parameters by setting: 1 and ;= 7,= a, which im- separately observable, they do not constitute free parameters
; — plotg i T of the spectrabhape and variations of the magnitude of the
plies 7(w) =€ 8L (w) in (14). The remaining model has normalization G2 #2| can be determined experimentally.
only seven parametefsather than 1), aside from the over- " es PN g p y
all normalization of the spectrum. In Sec. VI, the likely re- Finally, the volume conduction turnover wave numisgr
striction to S~0 reduces this to only six parameters asideCan be estimated from the electrical conductivities and thick-
from normalization. At the cortical surfack is also irrel-  nesses of the various tissues overlying the cdé, giving

evant, leaving one fewer parameter still. There is also th&o~=30 m g

possibility that the dependence of scalp spectriowill not

be experimentally distinguishable from the effects due/o

anda. In this section we turn our attention to the EEG spectral
When fitting to experimental data, we emphasize that thgpeaks, which are of central importance to practical electro-

V. SPECTRAL PEAKS
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encephalography, where they are often termedhms We

use the simplified model introduced in the preceding section
to avoid an unnecessarily complicated discussion. The ef-
fects of spatial filtering are also ignored, since the preceding
section implies that these are only significant for frequencies
above those of the major rhythms. We estimate the locations
of the peaks and the resulting frequency ratios, the sharpness
of the peaks, and the conditions for onset of instabilities. In
doing this, we unify all the peaks observed into a single
theoretical framework in which each peak is distinguished by
a unique number and a theoretical basis is obtained for the
customary subdivision of the spectrum into bands. 0 bnsa: i et DED

A. Frequencies and occurrence of spectral peaks

Some numerical experimentation shows that the factor in FIG. 5. Peak frequencies predicted frd@6) as functions of
(24) that dominates in determining the frequencies of spec#’/#. Solid lines represent peaks that occur §r0 (troughs
tral peaks is the variation of mpzrg: |q2r§|sin 0. We find  for ¢<<0) while dashed lines represent peaksger 0 (troughs for

that the dominant behavior can be approximated in the limitg>0)-
w*<a® andw”>a® by with sign(u)=0 for u=0 here andx,, given by (45). The
2% approximate frequency given bil6) increases monotoni-
Im q2r§= — —— —B(w)Ged ¢ Sinx—xy’ cosx], (39 cally from (m— 1) to mm as ¢/’ increases from-o to o,
Yelo as was illustrated in Fig.(d). Note that there is a disconti-
nuity in oy, as a function of’ at ¢4’ =0 in the casa}/=0.

B(w)~1/Gy, w?<a’ (40 Figure 5 shows the dependencewf, on '/ for vari-
4 4 5 > ous m, as obtained fron{46). The solid and dashed lines
~alet, at<of (4D correspond to peaks and troughs in the spectrumyfe,
and the reverse fory<<0. On each curvew,t, passes
X=wlo. (42) through a range ofr as ¢’ increases, with most of the

change concentrated in the rangé|=<1/(wnty). The fre-
quency ratio between successive peaks decreas¢s$ as
Jeases, which may enable the raiit/ ¢ to be determined
experimentally. Typical ratiod z/f, of the beta to alpha
frequencies are very close tdgee Fig. 1, for examp)eThis
is consistent with the association=2 for alpha andn=4
for beta, if 274’/ y=1 andy>0 in the waking state, giving

Since the first term on the right-hand side(89) is negative
(for positivex, which is assumed hencefo)tipeaks ofP(w)
occur approximately where the term in square brackets h
its maximum negative value of |W|. The factorB(w) in
(39) and the factorg in the numerator in24) act to down-
shift the frequencies from those we will shortly predict using

the above argument, with this shift increasing for- e : : .
g 9 “« a frequency ratio just over 2. It is also consistent with

where the fractional rate of change B{w) becomes large. = = ) , B
However, the present approach is adequate to predict thE3 for alpha andm=5 for beta, if 2ry’/y=—1 and

main trends semiquantitatively, while numerical results eas— which leads to a frequency ratio just less thafPhysi-

ily yield more accurate peak frequencies when required. oIog_icaIIy, positive feed_back W‘FW’>° is expected in the
We find that the maximum negative values of the term inwakmg state, also favoring the first scendil@].) The sleep

square brackets it89) are attained for spindle peak appears roughly midway between the alpha and
beta peaks, as illustrated in Fig. 1, qualitatively consistent

sinx=— yl|¥|, (43)  with the two scenarios just mentioned, for=3 andm=4,
respectively. The largest qualitative difference between the
cosx= ' x/|¥|. (44)  two scenarios is that there is another nonzewmaking peak
below the alpha peak in the cage<0; however, in practice,
For ¢’ =0, these equations yield peaks at this may not be distinguishable from the Jeak(present in
both waking and sleeping states at marginal stability, and to
Xm=(m—3), (45  which we assign the valua=0 for completeness|t seems
_ _ that the most promising method of distinguishing the two
with peak index m-2,4, ... fory>0andm=1335... for  possibilities is detailed comparison of the rafig/f,, as

$<0. For| X/ > 1 we findxy, is given by(45) with the  determined from the full spectral formuld22), with
addition of a term signg) 7/2. An approximate result, valid experiment—if this ratio definitely exceeds 2, one has the

for all ', is simplest possible correspondence between the peak index of
PP i observed and predicted peaks, as listed in Table Il. In deter-
Omlo™Xm+ SN~ (¢ X/ | W | ) SIGN(h), (46 mining this ratio, one must be careful to correct for down-
N shifts due to the decrease of the smooth underlying spectrum,
|Vl = (9 + 9" 2x3) ™, (47) an effect that becomes stronger at high frequencies.
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TABLE Il. Association between rhythms &40 Hz and the 100.00 T 100.00

|
resonances discussed in Sec. V. The first column gives the pea ; (b)
‘ ]

indexm, the second its designation on the assumptiohy> 1/, P § o Ry

the third its nominal frequency in Hz based on an alpha frequencyg g ‘ ;

of 10 Hz, the fourth the corresponding nominal frequency range in§ "%} E M0 NIV | L
Hz of the associated sub-band, and the fifth whether it has a peak i& ool ¢ ™ & orol '

|
sleeping or waking states. The sixth column gives the peak frequen !
cies in Hz inferred from the data displayed in Figs. 1 an¢h@ 001 T o001 ! ‘
nominal ones should be multiplied by 0.95, the ratio of the actual to 0 10 20 30 40 50 0 10 20 30 40 50
nominal alpha frequencies, for comparison with these )datae fHz) fHz)
frequency of the delta peak was obtained from Fig. 1. Dashes indi- £ 6. Ratios of sleep spectra in Fig. 1 to the corresponding
cate where no peak was observed in this instance. The convention@,laking spectra. The regions at 49—50 Hz should be ignored, as they
bands are delta0-3.5 Hz, theta4-7.5 Hz, alph&8-13 Hz, beta  haye peen contaminated by the 50 Hz mains frequetahyRatios
=14-30 Hz, and gammeabove 30 Hz. obtained at C#solid curve, Fz (dashedl Pz (dotted, C3 (dashed-—
dotted patterpy and C4(dashed-triple-dotted patterelectrodes.

|

|

|

|

|

|

i
L7
2

|

|

|

L
2

m Rhythm f Band State Data (b) Mean ratio(solid curvé bracketed by the interelectrode stan-
0 delta 0 0-2.5 both <02 dard deviatio.ns(dashed curves Vertical .Iines are at the first to

1 theta 5 25_75 sleep 405 seve_nth multiples of_4.75 Hz, the locations of peaks and troughs
5 alpha 10 75-125 wake 995 predicted on the basis of an alpha frequency of 9.5 Hz.

3 spindle(sp) 15  125-17.5 sleep  140.5 beta (n=4) peaks should be positively correlated with each
4 beta 20 17.5-225  wake a other, and with a newn=6 peak at roughly three times the

5 beta-2 sp. 25  225-275  sleep 2B alpha frequency. We term this theta-2peak, a nomencla-

6 beta-2 30 275-325  wake 2@ ture that we will justify in the next paragraph. This peak is
7 gamma-1sp. 35 325-37.5 sleep 3B seen at roughly three times the alpha frequency in Fig. 1,
8 gamma-1 40  37.5-425  wake located on the wing of the beta peak, from which it is not

well resolved in this examplésee the discussion of Fig. 6
below for further analysjs The predicted alpha—beta corre-
In either scenario for the ratig'/y discussed in the pre- lation has been observed in recent wpdk]. Similarly, we
vious paragraphs, the ratit’/¢ has the same sign in both expect that peaks at=1 (theta or delta rhythm, whose peak
sleeping and waking states, even wherchanges sigfii.e.,  may blend smoothly into the flpeak in many practical situ-
¢ and ¢’ appear to change sign at roughly the same point ationg, m= 3 (sleep spindles; which we denote by the sym-
The simplest feedback architecture consistent with this is onbol o4, since they occur in the lower part of what is com-
in which any thalamic signal inversion occurs at a commormonly termed the beta bajpdand m=5 will be positively
structure through which both the direct and differential feed-correlated with each other, and negatively correlated with the
back signals pass. A very likely candidate for such a strucalpha, beta, and gamma peaks. Since the latter peaks occur in
ture is the thalamic reticular nucleus because there is widthe waking state, they are obviously anticorrelated with sleep
agreement that, in sleep, connections from this nucleuspindles, which are only seen during sleep. Evidence for an
strongly inhibit other thalamic nucl€il2,14,43. The en-  anticorrelation between theta and alpha power in the waking
hanced inhibitory influence of the thalamic reticular nucleusstate has also been presented recdm$), while theta and
combined with the existence of an otherwise excitatory feeddelta are well known to be most prominent in deep sleep,
back loop from the cortex through the thalamic reticularespecially sleep stage[27,18. We term them=5 rhythm,
nucleus to other thalamic nuclei and thence back to the corwhich has not previously been discussdabta-2 sleep
tex, is the reason that both and ¢’ might change sign in  spindles(symbol o ,, since they occupy the upper part of
sleep relative to waking states. A third possible scenario ishe conventional beta bandh analogy with normal sleep
one in which the evem resonances alone determine thespindles. An enhancement corresponding to this rhythm is
spectral peaks, with a shift i’ /¢ from large positive val- seen around 21 Hz in Fig. 1.
ues in waking to large negative ones in sleep, with the con- The above arguments unify all the rhythms discussed into
sequent frequency downshift allowing each resonance to a single family, with two subfamilies corresponding to wak-
count for one waking peak and a sleep peak roughly 5 Hing and sleeping states. This provides a theoretical justifica-
below it. However, this possibility requires an additional ar-tion for dividing EEG spectra into bands, but implies that the
gument as to why the odaipeaks never seem to contribute. frequency boundaries of these bands will vary somewhat
A fourth and final possibility, that suffers from the same from individual to individual, with an inverse dependence on
problems as the third, is that the opposite treng/ify may  t,, weaker dependence afi /¢, and still weaker variation
occur, allowing each evemresonance to account for a wak- with the other model parameters. Such variations between
ing peak and a sleep peak roughly 5 Hz higher in frequencyindividuals have been recognized in the literatL8].
We discuss the distinction between these scenarios further at The third column of Table Il illustrates nominal assign-
the end of Sec. VI. ments of frequency band designations based on an alpha fre-
If we assume the association betweenand spectral quency of 10 Hz. These correspond quite well with the con-
rhythm given in Table I, we find that the alphenE2) and  ventional assignments of the delta, theta, and alpha bands.

021903-11



P. A. ROBINSONet al. PHYSICAL REVIEW E 63 021903

The traditional beta band incorporates the spindle, bets§incew,, andw,,;, correspond to a peak and its neighboring
beta-2 spindle, and beta-2 bands of our classification schem&gough, the imaginary parts of¥,expioty) and
As conventionally defined, the gamma band extends undif¥’ . ; explwm.1tg) are approximately equal and opposite,
ferentiated upward from 30 Hz. In principle, our analysiswith the denominator if49) being small for a strong peak.
implies that it can be subdivided into sub-bands of order SHence, if we approximate,,,; by X, in the first term in the
Hz in width, which we label gamma-1, gamma-1 spindlenumerator, an®(wp 1) by B(w.), we find

(0,1), gamma-2, gamma-2 spindle {,), etc. However, in

practice, the relevant peaks are unlikely to be distinguishable o 4oy,

from experimental noise in this rangsee the next subsec- m™ ™ ,

tion for Eetails, so it is not unreasor?able to label the entire GedB(@m) YelIM[ (V=W reg) €]
range the gamma band, as is conventional. In the above te\f\?here the exactly resonant valtie,., is complex and satis-
minology, the theta rhythm could be labeled the alphaﬁes es

spindle and denoted, , but the old nomenclature is too well
established to be likely to make this renaming acceptable. iomt] —

Figure Ga) shows the ratios of the pairs of spectra in Figs. MY e “7]=20m! YeGedB(wm)- 61
1(a)-1(e). These ratios are remarkably similar at different ¢ large and small (with some deviations in betwegn
electrodes, despite the relatively large differences betweegq_ (50) implies that themth resonance sharpens s
the actual spectra. In Fig(l§ the mean of the five ratios is —,, and thai¥| must certainly exceed the modulus of the
plotted, bracketed by the interelectrode standard deviatior}ight_hand side of51) before resonance can occur. The be-
This ratio o'scillat.es strongly, with an amplitude that de-p,-vior of B(w) given by (40) and (41) implies that highQ
creases rapidly withi. It has peaks at~5, 14,23, and 33 oqonances are only possible fof,< « and, hence, for low
Hz, as listed in Table II, the last of these being relatively, rhe rapid fall-off inQ for highmis seen in the theoretical
indistinct. Troughs are also seen near 9.5, 19, and 26 Hz. W&, actra in Figs. 3 and 4 and in the experimental ones in Figs.
argue that these peaks and troughs correspond to the theta, 4 ¢ Experimentally, it seems that only the=1—4
spindle, beta-2 spindle, gamma-1 spindle, alpha, beta, andsonances can have large consistent with Fig. 6. The
beta-2 rhythms, respectively. The peak<ad.2 Hz, seenin 54 decrease dp,, with m underpins our comments in the
Fig. 1 corresponds to delta rhythm. At high frequencies, the, eceding section that only the peaks with smabre likely
ratios seen in Fig. 6 approach a nearly constant plateau, §§ pe discernible in experimental data. It is worth noting that,
expected frorT(37). . , as was seen in Fig. 6, thm=1 solution does not always

Use of ratios between waking and sleeping spectra rés g, ce a strong discrete peak: in some cases it blends with

moves skull-thickness differences between electrodes, "‘Eﬁe 1F spectrum with no intervening minimum. This behav-

well as the systematic frequency shifts associated with thg, " ongjstent with the preceding discussion, because the
shape of the underlying smooth spectrum, and also highlight%

) , . tter explicitly ignored the facto# in the numerator irf24),
the differences between the waking and sI_eepmg spectra. Th ich cancels the si term in the denominator at smail
ratios of the frequencies Ob‘a'f!ed from Figs. 1 a_nd 6 to th his behavior can weaken the theta peak relative to what was
alpha frequency are close to integers and half-integers, E}anlied above.
predicted from our theory. Figure 6 thus provides evidence
of the detection of then=5 (beta-2 spindlerhythm, with
weaker evidence for them=6 (beta-2, andm=7 (gamma-1
spindlg rhythms. In future work, these tentative detections The conditionS=0 is necessary, but not sufficient, for
will be further tested using EEGs from multiple subjects with cortical stability, since it guarantees the absence of instability

(50

C. Instabilities

longer acquisition times. only atf=0, and then only so long a&, does not change
sign. One possibility for instability aB=0 occurs if A;
B. Sharpness of spectral peaks changes sign, in which case the spectrum passes through a

1/f2 regime, given by(34), followed by an instability that
first sets in atf =0 then extends to include higher frequen-
> : , cies. Alternatively, it is possible for instability to set in at
the firing ratesQ. ant_:i Qi In Sec._ID, which are Iarge for nonzero frequency if @ loop cuts the negative real axis.
strong peaks. We define an effecti@g, to be the ratio of the Instability at w,, then sets in approximately wheh¥|
height of themth peak to the trough immediately above it in _ ||, where the spectrum can first develop a singularity.

frequency. This gives Since | ¥ ,| increases monotonically witin, the first such
|Imq2 r2| instability usually sets a stability boundary for the cortical
~ L dmtlel (48) dynamics as a whole. Assuming the simpler association be-
lIma?r?| tweenm and peaks, this boundary is thus set by the 2
(alpha resonance in the waking state, and the-1 (thetg
" resonance in sleefr them=3 resonance if the theta reso-
M2 11 GedB(@m- 1) YeloW my 1€'m 210] . (49  nance is weakened, as was discussed above
IM[ 22X+ GeB( @) YetoW me' “m'o] If an instability sets in, the system will rapidly move to a
nonlinear regime in which the linear analysis is invalid.

The prominence of spectral peaks can be quantified i
terms of theirQ values(which should not be confused with

m
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Hence, in the presence of instabilities, spectra computedack and gives rise to loops superposed on the secular trend.
from equations in the preceding sections will not be correctThese loops decrease in radius7®) in (12) decreases in

If the ratio '/ is specified, as will be the case in Sec. magnitude with frequency, while at zero frequency and mar-
VI, we can estimate the stability boundaries implied by theginal stability the radius of the loop is just sufficient for the
above discussion. Whef; =0, (36) implies that one must locus to start at the origin. The only way an instability can

have occur is for a subsequent loop to reach the origin or the
negative real axis, a possibility that is most favoreftr{fw)|
" EJF i+ E+t’ - £+ i) (52) stays as large as possible—i.e., farB, »4, and, as large
Yo aGy « ve aGg)’ as possible. If we make these parameters infiftite optimal
casg, we find that the Iocusﬁ of the loop centers satisfies
t'=to(1—y'14h), (53
. : ¢ 20° o
which impliesy> —1 unlessy’/>1—2/aty. The relation- |g2r2?=——%+ —+ —, (58
(1+9) Ye Ye

ship S=0 then implies a boundary in th&..—G;; plane,
with the physically allowable region satisfying o o . )
which is monotonic increasing with unless—2<¢<-1,

2 4 2 a range that is forbidden K4), which requires/>—1 for
U =G — W'y small. Hence, since the loop center moves monotoni-
Ye «@ a - L .
G;< > (54)  cally away from the origin, and the loop radius is nonincreas-
By ing, g2=0 cannot be attained and no instability starting at
Ye @ the origin is possible in this case. Orn@moves into the left

half of the complex plane, the origin is no longer the closest
point on the nonpositive real axis and the possibility of an
instability arising due to intersection of with some other
v 2 ( 1 1) point on this axis arises. However, the imaginary parqi)f

This condition is a straight line with slope abovel unless
the denominator i{54) is negative, which occurs for

—>1+— (55 increases monotonically in magnitude in this regime from a
4 to value which is already too large fay?=0 (and, hence,
In the latter case, the condition _Im g°=0) to be attained at the point _w_heqé first crosses
into the left half plane. Hence, combining these arguments,
no instability is possible fogs' =0.
From the above arguments, we conclude that the physi-

Ye @

Ye « ; ;
Gii> ' (56) cally allowable region of parameter space is bounded below
EJF E+t’ by the higher of then=2 boundary obtained frort67) and
Yo « the A;=0 boundary(56), if the latter applies in place of

(54). It is bounded above by the lower of the= 1 boundary
applies and the slope of the boundary line is more negativeom (57) and theA,; =0 boundary(54), unless(56) applies
than —1. At large ¢'/4, the slope of the boundary is[1  as a lower bound anb4) is irrelevant. For small positive
+2(yetoy' 1 ) 1. 'l the A;=0 condition sets the upper bound, but this is

If [4' /| is large, one halV|~|ywto| andy is forced to  supplanted by then=1 boundary at larger values, particu-
be small oncewtg exceeds unity, which is the case at all |ar|y once (56) app”es and thg\lzo boundary becomes a
spectral peaks wittm=1, except atm=1 if one also has |ower bound. There is no lower boundary for very small
Y'ly=—1. The approximate condition for the absence ofy’/y because thd;=0 boundary is an upper bound and no
nonzerof instabilities of them=1 and 2 rhythmgtheta and resonances can become unstable. At langeny the m=2
alpha, |W[<[V¥ | then yields lower boundary cuts in, followed by competition between
A;=0 andm=2 lower bounds, which both have the same
c.l1+ 2 slope at large/’/ . At small negative)' /s the A;=0 upper

e yeto| ' 1] bound is again the only relevant one, with time=2 lower
bound appearing at larger negative values. At large negative
(57) 'l them=1 andA;=0 boundaries compete closely to set
Equation(57) defines lines with negative slopes either sidethe upper bound, since they have the same slopeg' s
of unity in magnitude. Closer analysis of the instability con- — oo,
dition g>=0 implies that the left inequality is imposed by the ~ We thus find that there are three possible routes to insta-
m=1 (thetg instability (or m=3 if theta is weakened, a bility from the marginally stable state, apart frdBbecom-
proviso that will be assumed implicitly hencefortland the ing negativeia) instability starting af =0 due toA; chang-
right by them=2 (alpha instability. ing sign,(b) m=1 theta instability af ~1/2t,~5 Hz when

If |¢'14]| is sufficiently small, none of the resonances cany is negative and)’/ is positive, or lower frequencies if
become unstable. This can be seen by noting thatyfor '/ is negative, andc) m=2 alpha instability atf ~ 1/t
=0, Eq.(17) implies that the locus ofi? is composed of a ~10 Hz wheny andy’/y are positive(or at around 5 Hz if
secular part and an oscillatory part that results from CT feedg is positive andy’/« is negative. Frequencies in the alpha

=G;=1-

l—Ge{l— —
7et0|’/’ /'/’|
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range are seen in photic epilepsy and some stages of grar 0
mal seizures, initial frequencies are around 4 Hz in petit mal
seizures, and very low frequencies predominate in some
stages of grand m4lL8]. Hence, we speculate that some of
these seizures may represent the nonlinear stages of the i1
stabilities considered here. However, to verify or reject this®
speculation will require nonlinear simulations of our model,
which are beyond the scope of the present paper.

VI. MARGINALLY STABLE EEG SPECTRA

In this section we explore the dependence of spectral
structure and instabilities on the gain parameters of our
model and impose some restrictions on the possible locus o
an arousal sequence that carries the cortex through all th
states of arousal from sleep stage 4 to high-vigilance wakinc
states(e.g., while doing complex mental arithmetic under
time pressure B

Observed normal EEG and MEG spectra do not appear t&
exhibit any lowf plateau, except perhaps below about 0.3
Hz (see Fig. 1 and16]). Equations(30) and (33), and the
requirement to avoid =0 instability, then restricE to very
small, non-negative values. Hence, in this section we assum
S=0 in addition to the other simplifying assumptions made
in Secs. IV and V ¢= B=n,=n, andn=1). If we further
fix the values ofe=70 s'%, y.=110 s!, andt,=0.07 s,
we are left with onlyk, and the gain paramete@; , G,
¢, and ¢'. The characteristic wave numbkg can be ig-
nored here since it does not affect the stability of the cortex.
Of the remaining four parameterg, can be eliminated via
(28) for S=0. Physiologically, one require§..>0 and i
G;; <0, which restricts attention to a quarter of Bg.—G;; o
plane for fixedy'/. We choose the latter ratio as the third
free parameter, rather thaf' itself, since it measures the
relative strengths of direct and differential feedbacks.

Figure 7 shows the regions in ti&,—G;; plane in which ]
the model spectruni2l) is marginally stablgwhite zoneg 012345 6 7
or unstable at some frequenci@gay zonep for '/¢=0, G,
+1,=5; only the white regions represent physically allow-
able steady states. The locusf 0 is shown dotted in each FIG. 7. Zones of instabilitygray) in the G..~G;; plane forS
frame and solid contours of the lowest unstable frequency=0, y,=110 s, a=B8=7=7,=70 s!, n=1, and t,
are overplotted in the gray zones. =0.07 s. The dotted line markg=0, while the contours within

In Fig. 7(a), ¢'/4=0 and we see that there is a single the gray areas show the minimum unstable frequency in Hz. The
zone of instability at upper right, bounded by thg=0 irregular appearance of the zone boundaries is due to the finite
locus (54). As expected, the instability onset frequency nearresolution of the array used in plotting) ¢'/=0, (b) '/=1,
this boundary is zero. The physically allowable region has nd® ¥'/#=5,(d) ¢'/y=—1,(€) 4'/¢=—5.
lower bound, consistent with the arguments in Sec. V that no
resonant instabilities are possible in this case. Figure 8 disA;=0 and m=1 conditions determining the upper bound
plays a sequence of spectra afdoci as the upper instabil- occurs arounds’/ = 0.6 for the parameters considered here.
ity boundary is crossed, showing the development of a widThe estimaté57) is only approximately correct here because
ening f 3 regime below about 5 Hz, followed by onset of ¢'/y is relatively small. Figure 9 displays a sequence of
instability atf=0 initially, then moving to highef, with f spectra andg® loci as the upper instability boundary is
~0.8 Hz in column(c). In the unstable regime the corre- crossed, showing that there is o3 regime in this case;
spondingg? locus loops first up from the origin, then down rather the theta peak at around 3.5 Hz sharpens until theta
across the negative real axis very close to the origin. At thénstability sets in. This is reflected in thg locus crossing,
boundary, this crossing occurs at the origin. then recrossing, the negative real axis in the unstable regime.

In Fig. 7(b), #'/=1 and the stable zone is now boundedIn this case, the first crossing is near, but not at, the origin,
above and below by thmm=1 andm=2 instability bound- even at the instability boundary. Figure 10 displays spectra
aries, respectively, fron{57). The crossover between the and g2 loci as the lower instability boundary is crossed,

01234567
Gee
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FIG. 8. Loci of g°rg (upper framesand spectralower frame FIG. 9. Loci ofg?r2 (upper framesand spectrdlower frame$

spanning the instability boundary in Figaf at G;j=—2 andGee  spanning the upper instability boundary in Figbj7at G;; = — 2 and
=3.7,3.8,3.9 in columnga)—(c), respectively. In the case of the G,.=4.1,4.2,4.3 in column&)—(c), respectively. In the case of the
instability in (c) linear theory breaks down and the shape of theinstability in (c) linear theory breaks down and the shape of the
spectrum is no longer reliable. spectrum is no longer reliable.

showing that the alpha peak becomes unstable in this cas@quence that approximately followed a line passing through
once theg? locus loops right around the origin, crossing the the origin in theG..~G;; plane. The association wit#>0
negative real axis in the process. At the instability boundaryy, the waking state provides a more natural fit with this ex-
the first crossing of the negative axis occurs at .the origin. pectation, and also accords with the physiological expecta-
In Fig. 7(c), ¢'/=5. Here the stable zone is bounded tjon of positive feedback in the waking state. The results
above by them=1 instability boundary, which is reasonably presented in Fig. 7 thus support the correspondence between
well estimated by(57). The lower bound is set by th&;  mvalues and spectral peaks made in Sec. VA.
=0 instability, although then=2 instability sets in at al-
most the same point.

Figure 7d) shows the case/'/¢y=—1, in which the ViI. SUMMARY AND DISCUSSION

stable zone is bounded above by #he=0 curve, and below |n this work we have investigated the spectral properties
by them= 2 instability. This situation persists in Fige], in  of a generalized version of our recent model of cortical elec-
which ¢'/ = —5. trical activity, including a physiologically plausible cortico-

Taking Fig. 7 as a wholéand also the results presented in thalamic loop with both direct and differential feedbacks,
Fig. 4), we note that it seems to be very difficult to achieveand exploring the effects of volume conduction in tissues
the conditions required for a2 spectrum, given by35),  overlying the cortex. Differential feedback is included to al-
to manifest itself. This appears to be becadsechanges |ow for the possibility that temporal variations are
sign close to the locus ab=0 for physiologically realistic emphasized—Ilikely, since almost all sensory inputs to the
parameters, leaving it with the wrong sign f@5) to apply  cortex first pass through the thalamus, which plays a key role
on the locus wheré;=0. in determining the attentional state of the brain. Unlike many

Figure 7 allows us to make some comments regardingrevious models, our model does not presuppose the exis-
likely arousal sequences. Specifically, the appearance of ®@nce of thalamic pacemakers or “clocks” to regulate the
low-frequencyf 2 spectrum near thé\;=0 boundary al- periods of the alpha and beta rhythms. Instead, these emerge
lows us to associate proximity to this boundary with sleepdirectly from the delays in the feedback loop.

Hence, unlesg'/ ¢ is large and positive, sleep corresponds One of the main results of this work is the formu(i)
to negativey, and wakefulness to positivé, with the re-  for the EEG spectrum that arises from white-noise subcorti-
verse association for large positiyé/ . SinceGg. andG;; cal inputs, in accord with previous wofk,41], allowing for
are both proportional to the mean firing rates of neufse® volume conduction effects. Volume conduction is found to
the discussion following10)], one would expect an arousal affect the spectrum significantly only above about 25 Hz,
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tions confirms the predicted correlations, anticorrelations,
and states in which certain peaks are expected to be most
prominent. The theory is also consistent with the data shown
in Figs. 1 and 6, whence we tentatively identify new peaks
corresponding tan=5 (beta-2 spindlg m=6 (beta-2, and
m=7 (gamma-1 spindlerhythms. The inferred corticotha-
lamic feedback delayy~1/f,~100 ms is also consistent
with physiological constraints on this quantity. We conclude
that the simplest association between state of arousal and our
parameters is fory and ¢’ to be positive in waking and
negative in sleep, although we cannot yet categorically rule
out certain alternatives discussed in Secs. VA and VI.

' Our analysis of the spectral peaks leads to the unification
of all the major large-scale brain rhythms, and the prediction
and tentative confirmation of two new ones. It also provides
a theoretical basis for the customary subdivision of the spec-

2,2
Im q°r,’
2, 2
Im g°r,

0 0 0
o 10 & * & 10 trum into bands, but implies that the frequencies of these
2 s s bands are not universal, but are tied to the alpha frequency of
10?2 10% 10? the individual subject, contrary to some conventions, but
consistent with the recognition of such variations in the lit-
104 10 o erature[18].
o L Analysis of the sharpness and stability of the spectral
01 1g 100 1000 o1 19 100 1000 01 19 100 1000 peaks showed that only the first few can have higihand

that stability of them=1 (or m=3) andm=2 rhythms can
FIG. 10. Loci ofq®r2 (upper framesand spectrélower framey ~ impose bounds on the physically allowable states of the cor-
spanning the lower instability boundary in FigbyatG;;=—2 and  tex, corresponding to instabilities near 5 kbr 15 H2 and
Gee=1.3,1.4,1.5 in columné&)—(c), respectively. In the case of the 10 Hz, respectively. Together with the, >0 condition re-
instability in (a) linear theory breaks down and the shape of thequired to avoid instability at =0, these conditions restrict
spectrum is no longer reliable. the range of physically allowable states in parameter space.
We speculate that these instabilities may be associated with
and contributes at most an extra factorfof® relative to the the linear stages of certain generalized seizures, possibly in-
unfiltered spectrum. cluding grand mal, petit mal, and photic epilepsies. Signifi-
EEG spectra are comprised of a series of peaks supetantly, anf 3 regime is predicted at loW close to theA;
posed on smooth underlying continuum. Equati@t) ac- =0 boundary in sleep. This is consistent with the observed
counts for the major features of the underlying continuumsteepening and enhancement of the ogpectrum in sleep.
observed in EEG and MEG experiments, with a [bwt/f or The above results indicate that our model provides a
f~2 component occurring near marginal stability, and apromising semiquantitative theoretical explanation for EEG
steepening of the spectrum fo® (f~8 with filtering via  spectra. Most significantly, we explain the entire spectrum in
volume conduction above about 25 )Hat frequencies above a unified way, a major advance on previous analyses, which
«, the characteristic dendritic rate constant, where dendritihave generally concentrated on a single frequency band at a
filtering becomes strong. The observed knee in the spectruime. In a forthcoming paper we will compare it in detail
occurs at around 20 Hz, consistent with-120 s'*, which  with observations of multiple subjects in various states of
is in turn consistent with independent physiological estimatesarousal to determine whether it is quantitatively consistent
listed in Table I. and, in particular, whether the parameters inferred are con-
Exploration of the parameter sensitivities of the modelsistent with those inferred from independent physiological
was carried out in Sec. IV, resulting in the development of aneasurements. We hope that these physiological links will
simplified model with fewer parameters than the initial one.prompt experimental physiologists to determine tighter con-
This simplified version was used to analyze the frequenciesstraints on some of the less well known parameter values.
sharpness, stability, and mutual correlations of spectral peaks Our model differs from some in the literature in that,
predicted by the model. The main results were that each pealther than adding numerous parameters to describe ever
can be denoted by a unique “harmonic” numlmerwith the  finer details, it restricts attention to a set of physiologically
zeroth peak corresponding to thef Ir 1/3 spectrum,m realistic mechanisms that appear to be sufficient to capture
=1 to thetam=2 to alpham=3 to sleep spindles, antd  the overall behavior of the EEG, and parametrizes these as
=4 to beta. Then=2,4, . . . peaks are predicted to be posi- simply as possible. This keeps the number of parameters low
tively correlated with one another and prominent in waking.and their physical significance clear.
Likewise, them=1,3,5 ... peaks should be positively cor- One limitation of the present work is that it does not at-
related and prominent in sleep, whereas these two sets arempt to describe spatial variations of the spectrum, although
anticorrelated overall and the=0 peak is always present, these are significant in practi¢albeit less so when spectral
but stronger in sleep. Comparison with published observaratios, such as those in Fig. 6 are considgrdthis is not a
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fundamental limitation, as the model can be easily generalaw muscles, this class of artifact could be suppressed to the
ized to include such variations if next-order accuracy is rejoint that the high-frequency spectrum was not significantly
quired, but at the price of introducing additional parametersaffected. Cardiac interference at low frequencies was also
A second limitation is that, although the cortex appears tdound to be minimal, with no spectral peak detected at the
operate near marginal stability, we have not as yet identifietheartbeat frequency of around 1 Hz, or its harmonics.

a mechanism to keep it at this point. This does not affect the The waking spectra in Fig. 1 were for a normal female
present discussion, but is an important point of principle.subject, aged 30, in a relaxed, eyes-closed state, while the
Third, although we argue that corticothalamic feedback is theleep spectrum was for the same subject in sleep stage 2.
most important one in determining the observed spectral

rhythms, we do not exclude the possibility that other feed- APPENDIX B: GENERAL EFFECTS OF FILTERING

back loops with similar time delays may also contribute. BY OVERLYING STRUCTURES

ACKNOWLEDGMENTS In this appendix we show that the high f(equency effects
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ing the sleep spectra in Fig. 1. If we assume thaf (k) only depends on the magnitude of
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APPENDIX A: BRIEF DESCRIPTION OF THE |=wf di2 F(k/kg) B1)
EXPERIMENT USED TO OBTAIN FIG. 1 o |K*+g?

In this appendix we briefly outline the experiment used to, hanai iables o= k2/Kk2 find
obtain the data used in Fig. 1, justifying the accuracy of the pon changing vanables » wetn
overall form of the spectrum and the reality of the spectral

peaks seen. A fuller description is found in R and more | T fwd F() 1
details will be published in a forthc_ommg v_vork |n_wh|ch a 2i Imq?Jo u+q2/k(2) utgr 2/k(2)
large set of EEG spectra from multiple subjects will be ana- (B2)
lyzed in detail.
The data in Fig. 1 were obtained from the Cz, Pz, Fz, C3, 2 2
7 kplmg

and C4 electrodes in the International 10—20 system, with _

linked ears providing the reference potential. The Cz elec- Img? |qg¥

trode is located at the crowor vertex of the head, furthest

from the reference electrodes and from muscle groups thathere(B2) has been expanded in powerskgfq?u and we

could generate electrical interference. The Fz and Pz eletrave used the fact thad falls off rapidly for k>k,. This

trodes are located roughly 6 cm in front of and behind thisresult is of the same form as the more specialized one, Eq.

electrode, respectively, while the C3 and C4 electrodes ar@6), and shows that the as,ymptopimj3 filtering does not

situated symmetrically~6 cm either side of it. The data depend strongly on the structure of the filter function.

were low-pass filtered to remove frequencies above 50 Hz

and sampled at 250 Hz for periods of 2 minutes in waking \ppENDIX C: EXPLICIT EXPRESSIONS FOR Ao AND A,

and 13 minutes in sleep. The spectra were then calculated by

Fourier transforming 8 second segments of these data and In this appendix we give explicit expressions for the co-

averaging these transforms. efficientsAy andA; in the expansioii32) for «= 3. Expres-
Narrow band artifacts at the mains frequency of 50 Hzsions for higherA; are complicated and their exact analytic

and its subharmonic of 25 Hz were identified due to theirform is likely to be more strongly model dependent, so we

presence even in the absence of a subject. As each affectdd not reproduce them here.

only a single spectral channel, they were simply removed by Direct expansion of17) yields

deleting these channels before plotting the spectra. Ocular

: (B3)

artifacts due to eye blinks and pendular eye movements were Ao=S, (CY
removed by standard algorithré6]. When present, muscu-

lar artifacts due to jaw, neck, and other movements, were 2 Gee|2(1+ ) n n )
found to contaminate the high-frequency spectrum with e Gy| aGy tot _1+ 7 Y=t |,
noise having an approximatelyflgpectrum which is easily (C2

identified. Trials with a subset of subjects showed that, with
appropriate instructions to minimize movement and relaxwith Sgiven by(28) andG, given by (31).
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